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Abstract 
 
Although Fourier-based methods have been standard methods for frequency analysis, they are not well suited for the 

analysis of nonlinear or non-stationary systems due to their time-varying natures. Thus, in this paper, a wavelet packet-
based technique, which calculates time-varying coherence functions for input/output relationships, is developed. The 
developed method uses the Coiflet wavelet that has been widely used in signal processing. It is applied to obtain the 
time-varying coherence function, and to detect the impulse signal from the impulse-embedded signal such as an auto-
mobile sound/vibration signal with an external impact caused by a collision or passing over rough terrain. Some char-
acteristics of non-stationary behavior such as the wavelet packet coefficients, maximum phase plane (MPP) analysis 
and fault detection are also demonstrated. The method gives promising results of non-stationary input-output systems, 
and so may be used as an effective tool for condition monitoring or fault detection area.  
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1. Introduction 

For linear systems, Fourier-based analysis gives a 
good estimate of input-output relationships[1-4]. 
However, these methods are not well applicable to 
non-stationary systems, since the frequency content 
of a response varies with time, and ‘averaging’ over a 
large number of data windows smears the response 
characteristics. Thus, it is well known that Fourier 
based sound/vibration signal analysis exhibits several 
weaknesses[5, 6]. For the Fourier based input charac-
terization to be practical, the input signals must con-
tain a frequency spectrum rich enough to contain the 
structural frequency components of interest. And the 
FFT offers the frequency components of the entire 
signal, but not their occurrences in specific time in-
tervals, hence making different signals indistinguish-

able as long as their spectral density is the same[7]. 
From a mathematical point of view, this FFT prop-

erty may be linked to the fact that the windowed FFT 
cannot be represented in terms of orthogonal basis 
functions[8, 9]. 

To overcome this, the Short Time Fourier Trans-
form (STFT) and Wigner-Ville distribution have been 
popular methods for non-stationary signal analysis. 
And the wavelet analysis is increasingly applied in 
these days. 

It also demonstrates the possibility of early detec-
tion of a defective system by using both the wavelet 
packet method and the coherence analysis of a 
MISO(Multiple Input/Single Output) system.  

The objective of this paper is to demonstrate the 
wavelet packet-based coherence function and to de-
tect an impulse or a transient signal that is embedded 
in a non-stationary signal. 

A number of applications of wavelets for transient 
or non-stationary signals from mechanical systems 
have been introduced in the area of fault detection and 
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diagnosis[10, 11], and a few other authors have ex-
plored the properties of wavelet-based frequency 
response function for an input-output system. 
Staszewski and Giacomin have analyzed acceleration 
transmissibilities across an automobile seat for tran-
sient and non-stationary data. Similar techniques have 
been applied to the cross wavelet analysis for a 
Duffing oscillator by Kyprianou and Staszewski[12]. 

Wavelets, which are mainly used as mathematical 
tools for analyzing time series or images, are a rela-
tively new method of analyzing time series where the 
formal subject dates back to the 1980s. But in many 
aspects wavelets are the synthesis of older ideas with 
new elegant mathematical results and efficient com-
putational algorithms. Wavelet analysis is, in some 
cases, complementary to existing analysis techniques 
(e.g., correlation and spectral analysis), and, in other 
cases, is capable of solving problems where little 
progress can be made without using the wavelets. 

A wavelet packet is a generalization of a wavelet 
such that each octave frequency band of the wavelet 
spectrum is further subdivided into finer frequency 
bands by using the two-scale relations repeatedly. 

Wavelet packets were introduced by Coifman et 
al.[13] by generalizing the link between multiresolu-
tion approximations and wavelets. 

The properties of a non-stationary random process 
are generally time-varying functions that can be de-
termined only by performing instantaneous averages 
over the ensemble of sampled functions forming the 
process. In practice, it is often not feasible to obtain a 
sufficient number of sample records to permit the 
accurate measurement of properties by ensemble 
averaging. This fact has made it difficult to develop 
practical techniques for measuring and analyzing non-
stationary random data, especially in the area of sys-
tem identification. 

In many cases, a set of time series is non-stationary 
and correlated with each other so that the Fourier 
method may not be successfully applied. Thus, in this 
paper, we introduce a wavelet packet method based 
on the coherence analysis of a MISO system, and 
demonstrate the possibility of fault diagnosis of a 
system that produces an impulse or transient charac-
teristics. 

 
2. Theory 

2.1 Wavelet packet transform 

Discrete wavelet packet transform (DWPT) is de-

rived from a simple modification of the pyramid algo-
rithm for the discrete wavelet transform (DWT). The 

1J − th level decomposition splits [ ]0 , 1/ 2  into 
1/ 2 2JN −=  equal intervals, where [ ]  denotes the 

closed interval. When 1, , 1j J= −… , the resulting 
DWPT yields a ‘time-frequency’ decomposition be-
cause each DWPT coefficient can be localized to a 
particular band of frequencies and a particular interval 
of time. 

Let ( ) ( )t t=W wX  represent the wavelet coeffi-
cients obtained by transforming ( )tX ( 0, 1,t =  

, 1N −… , we simply denote it X ) using the N N×  
orthonormal DWT matrix w . For convenience, we 
assume that 2JN =  for some integer J . 

If scaling filter lg  is given, the required second 
filter (wavelet filter) is the ‘quadrature mirror filter’ 
(QMF) lh  that corresponds to lg : 
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And the wavelet filter must satisfy the following three 
basic properties: 
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Fig. 1 illustrates this transformation from a filtering 

point of view. 
For the general j th stage of the pyramid algo-

rithm, where 1, ,j J= … . With 0,tV  defined to be 
tX ,  the j th s tage input  is  1, ( 0, ,j t t− =V …  

1 1, where / 2 )j
j jN N N− − ≡ . The elements of this 

input are the scaling coefficients associated with av-
erages over scale 1

1 2 j
jλ

−
− = . And the j th stage 
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Fig. 1. Flow diagram illustrating analysis and synthesis of 
X . (‘↓2’ indicates downsampling by two and ‘↑2’ indicates 
upsampling by two.) 
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outputs are the j th level wavelet and scaling coeffi-
cients: 

 
1

, , 2 ( 1) 1
0

j
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 (4)  
Disjoint dyadic decomposition is defined as the 

process that performs the splitting by using both ( )G ⋅  
and ( )H ⋅ in the table structure as described in Fig. 2. 

Ordering the filtering operations seems to be more 
intuitive because the upper branch of each split in the 
flow diagram, Fig. 1, always goes into ( )G ⋅ , while 
the lower branch into ( )H ⋅ . Wickerhauser[6] refers 
to this as ‘natural ordering’. However, frequency 
ordering is no longer directly reflected in the second 
index. 

The above results can be easily generalized, and the 
following two rules are must be satisfied. 

[1]  If n  in 1,j n−W  is even, the low-pass filter 
( )G ⋅  is used to obtain ,2j nW  and the high-pass filter 
( )H ⋅  to obtain ,2 1j n+W . 

 
njjnj ,12, WAW −=  and njjnj ,112, WBW −+ =  (5) 

 
[2] If n  is odd, ( )H ⋅  is used to obtain ,2j nW  

and )(⋅G  to obtain ,2 1j n+W . 
 

njjnj ,12, WBW −=  and njjnj ,112, WAW −+ =  (6) 
 
With these rules, 2 j  vectors can be constructed  
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Fig. 2. Flow diagram illustrating the analysis of X  into 

2,0W , 2,1W , 2,2W  and 2,3W . In the above recall that 
1 / 2N N= . 

at level j , namely, ,j nW , 0 , , 2 1jn = −… . The 
vector ,j nW  is corresponding to the frequencies in 
the interval 1 12 , ( 1) 2j jn n+ +⎡ ⎤+⎣ ⎦ . This is demon-
strated in Fig. 2, which shows the analysis process up 
to level 3. This figure is an example of a wavelet 
packet table. Since the starting point is the time series 
X , it is convenient to define 0,0 ≡W X  so that X  
is associated with a ( , )j n  doublet. 

The transform that takes X  to ,j nW , for any j  
between 0 and J  is called a discrete wavelet packet 
transform (DWPT). And it is an orthonormal trans-
formation. 

To compute the DWPT coefficients of level 
1, ,j J= … , it recursively filters the DWPT coeffi-

cients at each previous stage. Let 1, ,j n t−W  represent 
the t -th element of 1,j n−W , 0 , , 2 1jn = −… . 
Given this vector of which length is 1jN − , the 
above two rules are used to produce the elements of 

,j nW , so that: 
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and ⋅⎢ ⎥⎣ ⎦  denotes the ‘integer part’ operator. 
Suppose that 1,0,l lu g≡  and 1,1,l lu h≡ . For nodes 

( ),j n  with 1j > , 
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Then for 1, ,j J= … , the elements of ,j nW  can be 

written in terms of a filtering of X  with appropriate 
downsampling, 
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 (9) 
 
For 0j = , the time width is unity, and the band-

width is 1/2, which makes sense considering that 
DWPT is the identity transform for the level 0j = . 
In the case of the other extreme, i.e., the level j J= , 
DWPT of a series with length 2JN = , the time 
width is N , and the bandwidth is 1/(2 )N . 
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2.2 Choice of wavelet 

In this paper, following filters are considered: 
Daubechies(D20) filter, Least asymmetric(L20) filter 
and Coiflet(C18,C24) filter (the number inside () 
denotes no. of taps).  

Fig. 3 shows the scaling filter and wavelet filter of 
each of the four filters.  

For the criteria of wavelet selection, the wavelet 
packet coefficients and statistical correlation coeffi-
cients are used; also, the eigenvalue cumulative index 
(ECI) is introduced as discussed below. 

The new parameter ECI is obtained from the fol-
lowing procedure: (1) calculate the covariance matrix 
from wavelet packet coefficients; (2) solve the eigen-
value problem and make the eigenvalues in descend-
ing order; (3) cumulate the eigenvalues and divide by 
the total sum: 

 

0
1

0

n

u
u

n N

u
u

ECI
λ

λ
=
−

=

=
∑

∑
 (10) 

 
where, 0 1 2 1N Nλ λ λ λ− −≥ ≥ ≥ ≥" , 0,1, , 1n N= −…   

The correlation coefficients[14] between inputs and 
output are defined as below. These values are listed in 
Table 1, for each filter. 

 
2

, XY

X Y

Correlation coefficient σρ
σ σ

=  (11) 

 
where, 
  2 2 2 2, ( ( ) ( ) ( ( ))XVariance E X E X E X E Xσ ⎡ ⎤= − = −⎣ ⎦   

[ ]2, ( ( ))( ( ))XYCovariance E X E X Y E Yσ = − −  

       
 
(a) D(20)                                               (b) LA(20) 

 

      
 
(c) C(18)                                         (d) C(24) 

 
Fig. 3. Shape of selected filters. 
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As shown in Table 1, each filter has a different 
value of the correlation coefficients. C18 has the larg-
est correlation coefficient and its value is 0.9561 for 

2x . And it shows in the order of ‘ 2 1 3x x x> > ’ on the 
whole. 

The reference signal, for comparison, is shown in 
Fig. 7(a) (below). The mean value is –21.6 and the 
standard deviation is 1851.3. The wavelet packet 
coefficients of the reference signal are shown in Fig. 4 
for each filter, and the eigenvalue cumulative indexes 
(ECI) are also shown in Fig. 5, respectively. 

 
Table 1. Correlation coefficients between inputs and output 
for each filters. 
 

 1x  2x  3x  
D20 0.5920 0.5132 0.1531 

LA20 0.5163 0.4738 0.0018 
C18 0.8258 0.9561 0.2112 
C24 0.6726 0.8361 0.3962 

 

In Figs. 4 and 5, the filter properties are very simi-
lar, so that the selection becomes difficult. 

It can be seen that the correlation coefficients of the 
Coiflet (tap18) filter are the largest (refer to Table 1); 
thus the Coiflet filter C(18) is chosen. 

The term ‘Coiflets’ was coined by Daubechies to 
acknowledge the role of R. Coifman in suggesting the 
idea to construct these filters. Coiflets provide an 
interesting fact to the Daubechies scaling and wavelet 
filters. They are obtained by specifying certain ‘van-
ishing moment’ conditions on a wavelet function that 
is entirely determined by the associated scaling filter. 
The idea is also to specify vanishing moment condi-
tions on the associated scaling function. This con-
struction produces an appealing set of wavelet filters 
with remarkably good phase properties. 

The main feature is that the scaling function has 
vanishing moment properties. For example, m -th 
order Coiflets are: 

 

    
(a) D(20)                                        (b) LA(20) 
 

    
(c) C(18)                                         (d) C(24) 

 
Fig. 4. Wavelet packet analysis for reference signal of each filter. 
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Fig. 5. Comparison of ECI with selected filters. 

 

 
 
Fig. 6. Sensor position layout. 
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∞
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=∫  

 
So the wavelet and the scaling functions have an 

equal number of vanishing moments in this case. 
Note that such vanishing moments on the scaling 
filter also increase its symmetry. 

3. Results 

3.1 Coherence analysis 

Discrete time data are collected from a 1500cc pas-
senger car that is accelerated from 70 Hz to 95 Hz 
(about 2,100 rpm ∼2,850 rpm) in 4 seconds. 

The sensor specifications and measurement points 
are illustrated in Table 2 and Fig. 6, respectively. 

The measured time data are acceleration on the en-
gine head( 1x ), pressure on the engine side of the air 
intake hose( 2x ), pressure on the point before the 
resonator( 3x ) and pressure on the end side of the air 
intake hose( y ). They are 1024 samples each and are 
shown in Fig. 7. 

The results of wavelet packet analysis are shown in 
Fig. 8. It can be seen that 1x , 2x  and y  are the 
time varying signals, and 3x  is different from the 
other signals. A maximum phase plane (MPP) is in-
troduced as the maximum values of the wavelet 
packet coefficients for each time. In these figures, the 
solid line is the MPP line. Fig. 9 shows the magnitude 
of MPP. 

The non-stationarity of the output signal is checked, 
and the results of the wavelet packet transforms are 
shown in Fig. 10. Fig. 10 (a) is the wavelet packet 
output at 1.0 second, and Fig. 10 (b) is at 3.0 seconds. 
These figures show the frequency characteristics ac-
cording to the time changes; the frequency compo-
nents increase as the time elapse from 1 sec to 3 sec, 
which shows the rapid acceleration of the engine 
speed. 

From these figures, it is shown that the output 
magnitude increases as the frequency increases. 

For the coherence analysis, the mean of ordinary 
coherence function (OCF) is calculated. The overall 
OCFs are plotted in Fig. 11. The OCF values are 
0.8973 for 1x , 0.8848 for 2x  and 0.2300 for 3x  
with respect to the output y . 1x  and 2x  are greatly 

Table 2. Sensor specifications. 
 

 1x  2x  3x  y  
Sensor type accelerometer microphone microphone Microphone 

Position On engine head Air intake hose, engine side Before resonator Air intake hose, end side

Max. voltage 1.4 V 8 V 1.03 V 7.8 V 

Calculation factor - 94dB /  
0.063 V 

94dB / 
0.001055 V 

94dB / 
0.000965 V 

DBR after calibration - 113.6 dB 
(118.1 rms) 

134.7 dB 
(140.7 rms) 

159.5 dB 
(164 rms) 
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       (a) 1x                                          (b) 2x  

 

  
        (c) 3x                               (d) y  

 
Fig. 7. Input and output time signals. 
 

     
(a) 1x                                      (b) 2x  

 

     
(c) 3x                                      (d) y  

 
Fig. 8. Wavelet packet analysis of time signals. 
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(a) 1x                                       (b) 2x  

 

  
(c) 3x                                     (d) y  

 
Fig. 9. Magnitude of MPP for each time-frequency plane. 
 
 
 
 

        
(a) at 1 sec                                           (b) at 3 sec 

 
Fig. 10. Wavelet packet transform of output signal at two different incidences. 
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correlated with the output, but 3x  is poorly corre-
lated with the output. The overall coherences for the 
entire time span are shown in Fig. 12 and listed in 
Table 3 at each 0.5 second time step. It is shown that 
these are in good agreement with the results of the 
correlation coefficients shown in Table 1.  

 
Table 3. Values of ordinary coherence function. 
 

 Mean of 
1yγ  

Mean of 
2 yγ  

Mean of 
3 yγ  

Overall 0.8973 0.8848 0.2300 
0.0 sec 0.6359 0.7213 0.4220 
0.5 sec 0.7848 0.8410 0.2024 
1.0 sec 0.8973 0.8848 0.2300 
1.5 sec 0.7598 0.7966 0.3014 
2.0 sec 0.9709 0.9800 0.3560 
2.5 sec 0.7869 0.9060 0.2217 
3.0 sec 0.9007 0.8281 0.1797 
3.5 sec 0.7223 0.7350 0.3820 
4.0 sec 0.6452 0.7240 0.4187 

 

mean=0.8973

mean=0.8848

mean=0.2300

  
Fig. 11. Ordinary coherence function. 
 

  
Fig. 12. Overall coherence function for time sweep. 

3.2 Degree of non-stationarity. 

The non-stationarity is examined by the slope of 
maximum phase plane. Linear regression is used 
since the MPP are linearly increased. Fig. 13 shows 
the combination of MPP and regression line of the 
output signal. 

Regression for each input and output signal is ob-
tained: 

 
input 1 : 5.09763 72.05005x f t= +  
 2 : 6.09104 68.74956x f t= +  
 3 : 1.67095 2.09893x f t= +  
output : 6.18407 69.41155y f t= +  
 

where, t is time and f is approximated frequency 
at t . 

This shows that the slope of each signal is 5.09763 
for 1x and 6.09104 for 2x , respectively, and these 
values are similar to the output slope, 6.18407. But 
the slope of 3x  is 1.67095, which indicates distinc-
tive frequency variations correspond with other sig-
nals. Thus, it can be concluded that the signals, except 

3x , are about 5~6.2 frequency increment for 1 second, 
and so these signals can be considered as non-
stationary signals. 

 
3.3 Effect of impulse 

An impulse is added to the measured time varying 
signal (engine head) at 1 second. 

Fig. 14 shows the effect of the impulse, where the 
impulse appears as low frequency component. The 
vertical line represents the magnitude of the impulse. 

 
 

  
Fig. 13. MPP regression for checking the non-stationarity. 
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(a) Original data(left) and impulse added data(right) 
 

  
 

(b) Wavelet coefficients and maximum phase plane for (a) 

 

    
(c) Magnitude of maximum phase plane for (a) 

 
Fig. 14. Comparison with original and impulse added signals. 
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Fig. 15. Effect of magnitude and time width of impulse. 

 
Thus, the diagnosis of the system is illustrated by 

means of a possible on-line condition monitoring of 
non-stationary signals. 

Fig. 15 demonstrates the possibility of fault detec-
tion from the impulse added signal. The energy in-
crement ratio (EIR) is defined below: 

 
' 2 2

2
100 (%)

x dt x dt
EIR

x dt

−
= ×∫ ∫

∫
 (12) 

 
where, ( )x t = original signal, and ' ( )x t =impulse 
added signal. 

This describes the energy difference between ‘im-
pulse added signal energy squared’ and ‘original sig-
nal energy squared’, and this is used as the fault de-
tection parameter. 

The minimum detectable area is about 0.5%, i.e., 
only appearing in wavelet packet analysis (in Fig. 15, 
line ①), and the clearly detectable area is about 1.5%, 
which appears in both the wavelet packet analysis and 
the magnitude of MPP (in Fig. 15, line ②). 
 

4. Conclusion 

For a given non-stationary data, we have compared 
eigenvalue cumulative index and correlation coeffi-
cients for the Daubechies filter, Least asymmetric 
filter and Coiflet filters, respectively. The result of the 
wavelet shows similar values of ECI; however, the 
Coiflet filter is found to be especially efficient for 
correlation coefficients, so the Coiflet filter is used for 
the wavelet packet analysis. 

For coherence analysis, the mean value of the ordi-
nary coherence function (OCF) is calculated. It is 

shown that 1x  and 2x  are largely correlated with 
the output, whereas 3x  is poorly correlated with the 
output. This agrees with the results of correlation 
coefficients. 

The maximum value of MPP at each time inci-
dence and the corresponding regression equations 
was obtained to investigate the degree of non-
stationarity; it is shown that the input 1x and 2x  
have large coherence to the output, while the input 

3x  has little coherence to the output. 
If an impulse is added, it appears as low frequency 

component. And, the diagnosis of the system is illus-
trated by means of a possible on-line condition moni-
toring of non-stationary signals. 

The possibility of fault detection is demonstrated 
by analyzing the impulse added signal. The energy 
increment ratio (EIR) is used. This describes the en-
ergy difference between ‘impulse added signal energy 
squared’ and ‘original signal energy squared’, and is 
used as the fault detection parameter. 

If the energy increment ratio(EIR) is between 
0.5%∼1.5%, the effect of the impulse is noticeable. If 
it is greater than 1.5%, it can be detected regardless of 
the magnitude and time duration of the impulse. 

The minimum detectable area is about 0.5%, only 
appearing in the wavelet packet analysis, and the 
clearly detectable area is about 1.5%, which appears 
in both the wavelet packet analysis and the magnitude 
of MPP. 

Finally, a method of system identification has been 
developed by combining the wavelet packet analysis 
method and the coherence analysis method. It was 
successfully applied to a non-stationary signal by 
means of fault diagnosis.  
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